


In this session
you will ...

Explore a range of ethical
issues and dilemmas that
Als may face.

Consider their implications
on the makers, users and
3rd parties of Al systems.

Learn about approaches that
support students to develop
their ethical understanding.



By the end
of this
session...

You should be able to:
design learning that helps your
students respond to Q's like:

How do we make decisions
when there is no easy answer?

How should an Al be trained to
make decisions?

Who is responsible when an Al
causes harm?



Exploring ethical issues

Ethics is largely concerned

with... what we ought to do openness,
and how we ought to live goodness, . qi,
honesty, ' d
transparencydn

.... based on a set of values. . .
right fQirness,

wrong. ~  equity,

ntegriv nnclusion o

harm,
Justice, cour-age,
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A situation where there are
competing alternatives and
the right thing to do is not

Ethical obvious or clear.

, Sometimes terms such as

ISSUES sood, bad, right, wrong,
better or worse are used to
consider the effect of
particular actions on our
lives, society, nature and the
environment.



Reflect on and interrogate
core ethical iIssues:

e recognise the complexity of many

ethical issues
e draw on a process to make ethical

decisions
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The creation of machines to
mimic human capabilities.

Teaching a machine to “see”
(recognise objects in an image).

Teaching a machine to “read” and
“listen” (interpret and analyse
text and sounds).

... Solve problems autonomously
without explicit guidance from a
human being.

/
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https://commons.wikimedia.org/wiki/File:Google_Home_sitting_on_table.jpg

Can we trust an Al to 'do the
right thing'?

Can an AI s an Al going to be fair?
make ethical
decisions?



Ethical dilemmas

Use an ethical dilemma to develop
ethical understandings

1. Explore an ethical issue and interactions
2. Select and justify an ethical position

3. Reflect on and interrogate core ethical
Issues
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https://youtu.be/ixIoDYVfKA0

Reflection

People react
Machines are purposely trained
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Reflection

How should the Al car prioritise whom to
protect first and foremost?

A: The car passengers
B: The motorcyclist
C: The SUV

D: The driver immediately behind
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Reflection

Who makes the rules / sets the parameters?

A: Al Developers

B: Government

C: Ethics advisory groups

D: Judiciary systems (judges and lawyers)
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Reflection

RULE = ‘Cause least harm’

But... no rule can cater for all eventualities
and ...

every rule has an impact!

*.", DIGITAL
"'+ . TECHNOLOGIES
“: HUB



Cause least harm

Would you still buy a SUV if you knew other
cars would be programmed to crash into you
when needed?

*.", DIGITAL
"'+ . TECHNOLOGIES
“: HUB



Artificial Intelligence?

A rich source of interesting ethical
qguestions that students can
identify with, or feel connected to.
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Artificial Intelligence (Al)

’ ETHICS OQUIZ




Scenarios: drawing on ethical understanding

Aim: stimulate thinking about Artificial Intelligence (Al)
applications and some of the ethical issues that may arise from
them.

An ethical issue exists when there are competing alternatives and
the right thing to do is not clear.

There are no right or wrong answers.

In each question, consider what you think is the ‘right’ thing to do.
There are four options for each question - A, B, Cand D.

- . DIGITAL LESSON: Al Quiz (Years 5-6)
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https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/
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Scenarios: Facial recognition

A company is behind schedule and over budget in
building an Al application.

The Al uses face recognition to unlock a smartphone.

Through testing, the company found that the Al
worked with most people's faces.
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https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/

Scenarios: Facial recognition

Should the company...
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https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/

Scenarios: hacking

An employee working for a company on an Al project

ymoygfke" finds out that the Al application could be hacked and
n worms . .
e T ¥ o ato used for criminal purposes.

a

dress

e“°°"‘f2{’n‘5° ks,
oyoer The manager of the project instructs the employee to
ignore it, saying ‘Don’t worry, that won't happen!’

e ey

(e,
oftwar
SO rojens:
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https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/

Scenarios: hacking
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Should the company...

A: Do as they are told in
case they might lose their
job.

C: Inform someone higher
up in the company such as
the Managing Director.

B: Try and come up with a
fix that might work.

D: Wait until the product
Is inuse and if thereis a
problem tell the project
manager 'l told you so.

LESSON: Al Quiz (Years 5-6)



https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/
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Scenarios: Self-driving car

LESSON: Al Quiz (Years 5-6)

- HUB


https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/

Scenarios: Self-driving car

The Al should:

A: Be trained to avoid
hitting a person with a
pram over any other
situation.

C: Brake as hard as
possible, but accept that it
might still hit the person
with the pram.
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B: Choose the option that

results in the least loss of
life.

D: Brake as hard as
possible and veer into the
bike lane, but accept that it
might still hit the cyclist.

LESSON: Al Quiz (Years 5-6)



https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/

Scenarios: responsibility

The Al self-driving car decided to
avoid hitting the parent with the pram.

Instead:

=t slammed on the brakes and turned into the bike
lane, hitting the cyclist.

= The cyclist suffered severe injuries, had to go to
hospital and could not work for a long period.
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https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/
https://pixabay.com/photos/girl-bicycle-traffic-dutch-2733000/

Scenarios: responsibility

Who is responsible?

A: The owner of thecar, B: The car manufacturer

even though they are the  who built the Al
passenger.

C: The parent crossing D: The cyclist, who
the road illegally, causing  should have avoided the
the accident. car.
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https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/

Empathise
and justify

(think-pair-share)

"Put yourself into
the shoes of...

- how would you

decide if you were
2

Give reasons for
your decision.’



Ethical Dilemma Story Pedagogy

A type of transformative learning.

Initiated by confronting students with an ethical
dilemma.

A situation in which a decision has to be made which
can potentially lead to harmful outcomes, and where

there is no simple right or wrong answer.



Review the approach

PMI
(Pluses, Minuses, Interesting)

1. Explore an ethical issue and interactions
2. Select and justify an ethical position

3. Reflect on and interrogate core ethical
ISsues

*.", DIGITAL
"'+ . TECHNOLOGIES
“: HUB



Lifecycle model of Al development

o°'®
i data
It is important to have 2 ®

‘a human in the loop’ i il
fecclel model
% ®
-

Identify
need

Train
model

<O A ?IEGéLANIbLDGlES LESSON: Analysis of Al applications. drawing
"+ HUB on ethical understanding (Years 5-6)



https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/analysis-of-ai-applications-drawing-on-ethical-understandings/
https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/analysis-of-ai-applications-drawing-on-ethical-understandings/

Exploring
ethical
issues
further

\What contexts
may interest your
students?

=
Ethical considerations: Flowchart A

Whatis the ethical issue associated with the Al application?
For example, is it to do with privacy, safety, justice (equality, fairness)?

Consider if Australians have mixed views about this Al application.

&

Who (or what,such as the environment) is affected by the Al application?

Consider how impor tant this Al application is to them.

&

What are some benefits of this Al application,and for whom?

é

What are some harmful or negative effects and risks from this aPPlication?
Who s being affected?

é

Would you feel safe using this Al application?

«

Whois responsible ifsomething goes wrong wi h the application'.’

What could be done to reduce the harmful or negative effects of the Al application.

LESSON: Analysis of Al applications, drawing
on ethical understanding (Years 5-6)



https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/analysis-of-ai-applications-drawing-on-ethical-understandings/
https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/analysis-of-ai-applications-drawing-on-ethical-understandings/

APP: Al Skin
cancer diagnosis
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Did you know that in 2018 Australia had the highest rate of melanoma skin cancer
in the world?

Smartphone apps with Al technology

Smartphone apps with Al technology are assisting people to diagnose potential
skin cancers. These apps uses your camera to ‘see and identify’ possible skin
cancers on your skin. As you hover the camera over a skin spot it automatically
takes a picture, calculates a risk profile, and prepares the picture for a doctor's
diagnosis. For a small fee you can send the image to a doctor for diagnosis and
suggest the action you need to take.

Al works on a range of skin types

Use the fact sheet Check for signs of skin cancer. This fact sheet can be used to
discuss the importance of a diverse range of skin types to create the Al model
and potential for risk of incorrect classification.

Scientific support of Al technology

Refer to this article that describes scientists’ support for Al improving accuracy of
skin cancer diagnosis: For the first time, researchers put Al skin cancer diagnosis
to the test in the real world



https://www.cancer.org.au/cancer-information/causes-and-prevention/sun-safety/check-for-signs-of-skin-cancer
https://www.createdigital.org.au/ai-skin-cancer-diagnosis-real-world/
https://www.createdigital.org.au/ai-skin-cancer-diagnosis-real-world/
https://www.skinvision.com/au/

Using the flowchart

Provides a scaffold to
discuss benefits and
potential risks.
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ANALYSIS WORKSHEET: ETHICAL
CONSIDERATIONS (Years 5-6)

I’ve chosen ...

A ki cancer A/ ap

This AT application is intended to ...

//e//? /Jea//e cheok ¥ té% have a skin cancer

‘Whatis the ethical issue and who is affected?

/¢ may 10t work, fﬂ/é all sk %ﬁe&

The benefits of this AT application include:

/¢ ée/&o” /w/&/e &eél-a%g/g&/m&e

The harmful or negative effects of this AT application include:

72% may /‘64% on the ap rather than a doctor

‘Would you feel safe using this AI?

Yos but w/y as a check ad share with D



ELE

For an Al system to
be unbiased requires
the training data to
be balanced.

Bias can be
intentional, but
often creeps in
unintended.



Home Courses Backto Course

Mission Briefing -

The effectiveness of a neural network heavily
depends on its learning data. Let's explore
data bias and how to avoid it.

Knowledge

\

Input Layer Hidden Layer 1 Output Layer - \

Artificial Neural Network Training Cycle 22

DiERE R X-Ray Wires Hide Wires Hide Labels Learning Complete Eye-Mode CIEGR VI Reset Experiment Previous Next

. .. .. 1 ?IEGI:I:IIANIEILDGIES LESSON: Data Bias in Al (Years 5-6)
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https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/data-bias-in-ai

Assessment
of students’
ethical
understanding

Self-reflection

e How did they respond
to the Al quiz?

e \What did they learn?
Analysis

e Analyse a dilemma
@ Discuss criteria used in
a rubric



Assessment

To what extent did a student:

e identify and describe an
ethical issue

e weigh up multiple
perspectives to make
informed decisions

e respond to a problem fairly,

justly and responsibly?
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B8 Who is responsible?

A: The owner of the B: Thecar
| car, even though they manufacturer who built
are the passenger. the Al.

C: The parent crossing  D: The cyclist, who
the road illegally, should have avoided
causing the accident. the car.

7Ze 1§sue éeﬁe /s that ar A/ caused harm and it
/s a@[f/fca/f lo see who 1 /‘%/’M/(J’/Z/e, We chose
C. You can t blame the deiver as they were rot
i control] The Al had no choive to swerve and
hit the %a//’fs’é / fee/ sorry 010/6 the a%a//fff,
5@0[0/6@ A/ cars are on the road we need to
work out these issues,  Marco ad Ama 665




Ethics used in Al

Quantity of knowledge

No examples

given.

Describes a
decision as right

or wrong.

Describes a
decision as right
or wrong giving
reasons related to
fairness, equality,

diversity.

Quality of understanding

Describes a
situation that
requires ethical
judgment
correctly using
terms such as
fairness, equality,

and diversity.

Describes a
situation that
requires ethical
judgment
correctly using
terms such as
fairness, equality,

and diversity.

Explains the
potential impact
of Al systems
both positive and

negative.



Achievement standards: Digital technologies

Achievement Standard

By the eng of Ye
Systems (hardw
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By the end of Year 6, students explain the fundamentals of

digital system components (hardware, software and networks)
and how digital systems are connected to form networks. They
explain how digital systems use whole numbers as a basis for
representing a variety of data types.

Students define problems in terms of data and functional
requirements and design solutions by developing algorithms to
address the problems. They incorporate decision-making.
repetition and user interface design into their designs and

implement their digital solutions, including a visual program.

ement Standard

They explain how information systems and their solutions meet|

needs and consider sustainability] Students manage the

creation and communication or ideas and information in
collaborative digital projects using validated data and agreed
protocols.
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Artificial Intelligence lesson plans

Humans display natural intelligence in contrast to machines that demonstrate artificiat
intelligence (Al).

Al has various definitions however for our purposes we are using the definition ‘any device
that perceives its environment and takes actions that maximize its chance of successfully
achieving its goals’ [1]. Read more...

The following lesson ideas cover a range of specialisations and subsets as indicated by the

colour coding. Click on the coloured squares to learn more about each definition.

Machine Supervised Natural Computer Classification Clustering Regression

Analys;js of

= 2RUCAt,
processing %g one IOnS,

%
Plan €xplores tp, Al quiz
%S Of artificig,
nd the j

learning learmning language VISHON

This lesson provides an
or students t

| Mplicat;, Op‘;,or’t‘un.‘ty_f derstand’mg
Lesson plans on et

different scenarios.

o draw

.

*.*. DIGITAL
/. TECHNOLOGIES
" HUB



Al is a rich field that provides many
opportunities to consider ethical
implications of human actions in a
classroom setting.

It reflects on our own human
S um mal'y struggle with ethics and moral

decision making.

Can machines that we make in our
own image result in a more just
world (utopia), or will they amplify
our own faults (dystopia)?



Ethical issues extend far beyond the
situations we have explored before.
Let’s consider some potential future

Eth ical issues scenarios and their ethical

implications




Human labour has been affected by
automation since the middle ages.

But for the first time, humans are
giving rise to machines that

U nemployment: challenge our very uniqueness on

this planet. Complex reasoning and

What happens the skilful actioning of thought
outcomes.
after the end of

Trucking presently employs millions

jObS? of truck drivers. What will happen to
them once autonomous trucks are
widely deployed?




40% of the Australian Federal

H OW d o We Budget income is raised through
- - taxation of human labour (personal
d IStrI b Ute income tax). This part of government
income could be reduced as

Wealth created companies automate jobs through
by machines? -
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A single-minded, limited

HOW do we understanding by Al might lead it to

propose solutions with unintended

p rOte Ct ag a i n st side effects. An Al might be tasked to

eradicate cancer. Its solution could

unintended be to kill all life on the planet.
consequences? This kind of scenario has been

extensively explored by Hollywood

DIGITAL
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Robot rights

As technology progresses, at some
point in the future, humanity will
need to re-think its definition of life
and if / how to share the planet with
an intelligent species of our own

making. Will this be a peaceful
process or will there be a revolution?

Will humans retain the right to ‘pull
the plug’?




