While we wait to get started ...
Open the chat o 5 & o

o

B X @ ol v

Show conversation

Your mic Is on mute

Tell us what you want to - and camera diSauies

get out of the session. Tty vt gt
- g Have you
NOTE:

implemented lessons
yvour name will appear with an Ethics focus?
with your comment.

Tell us about it in the

The chat won't be part
chat...

of the recorded version.
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Acknowledgement of Country
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ESA acknowledges the Eastern Kulin Nation, Traditional
Custodians of the land on which our head office stands, and pays
our respects to Elders past and present.

We recognise the Traditional Custodians of Country across
Australia and their continuing connection and contribution to
lands, waters, communities and learning



By the end of
this session

Explore a range of ethical issues
and dilemmas that Als may face.
Consider implications on makers,
users and third parties.

Discover learning and assessment
to support students in developing
ethical understanding:

e How do we make decisions
when there is no easy answer?

e How should an Al be trained to
make decisions?

e \Who s responsible when an Al
causes harm?
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Source: ACARA



https://www.australiancurriculum.edu.au

Creating
solutions




Foci for this Nioital
deep dive: / °

systems

Algorithms Impact of
and coding technologies

Plan, create and
communicate ideas and
information




Source: ACARA

Ac h i eve m e nt Sta n d a rd S: Achievement Standard
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https://www.australiancurriculum.edu.au/f-10-curriculum/technologies/digital-technologies/?year=12983&year=12984&year=12985&strand=Digital+Technologies+Knowledge+and+Understanding&strand=Digital+Technologies+Processes+and+Production+Skills&capability=ignore&capability=Literacy&capability=Numeracy&capability=Information+and+Communication+Technology+(ICT)+Capability&capability=Critical+and+Creative+Thinking&capability=Personal+and+Social+Capability&capability=Ethical+Understanding&capability=Intercultural+Understanding&priority=ignore&priority=Aboriginal+and+Torres+Strait+Islander+Histories+and+Cultures&priority=Asia+and+Australia%E2%80%99s+Engagement+with+Asia&priority=Sustainability&elaborations=true&elaborations=false&scotterms=false&isFirstPageLoad=false

Considering |mpact of Al KX

Al is among many digital innovations

changing our lives. EXPLAINER VIDEO: Al Systems



https://www.digitaltechnologieshub.edu.au/resourcedetail?id=43364d98-09f9-6792-a599-ff0000f327dd
https://www.digitaltechnologieshub.edu.au/resourcedetail?id=43364d98-09f9-6792-a599-ff0000f327dd

Topics of interest to Secondary students?

Which topics are , , Or No-go zones in your school?
To what extent are issues being sensationalised?

= content recommender algorithms: filter bubbles, radicalisation,
politics and society

= employment: automation of 'white collar' work, over-monitoring
or control of workers

= mass data collection and use: privacy, intrusive or controlling

companies, totalitarian states .
*.". DIGITAL
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Systems Thinking for framing an

|
TEM'S IDENTIFIES THE
AT ASYS 2 avIOR o
GNIZES TV s TS5 B F COMPLEX CAUsS
g stchCT?JR; GENERATE EFFECT RELATIONSH b
\/ / Aliss
* |dentify one or more supra systems or connected systems affected by the changes the chosen —

= X X : : - ESTO
innovation has made to the chosen system (e.g. passengers and drivers using peer-to-peer ride sharing BT ANDING

are part of a transport supra system, including private cars, public transport and taxi services).

* Write a list of known impacts from the chosen innovation on the chosen system and on the supra
system/connected systems. Consider both of these things:
o two different perspectives within the system

o two different perspectives from the supra system / connected systems.

* Write a list of any future, potential impacts you foresee as the technology continues to be used and/or
developed.

LESSON: Habits of a Systems Thinker (Years 7-10)
LESSON: Systems Thinking and Al applications (Years 7-10)



https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/habits-of-a-systems-thinker/
https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/systems-thinking-and-ai-applications/
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Reflect on and interrogate
core ethical iIssues:

e recognise the complexity of many

ethical issues
e draw on a process to make ethical

decisions


https://www.vcaa.vic.edu.au/curriculum/foundation-10/resources/ethical-capability/planningresources/Pages/PlanningTools.aspx
https://www.vcaa.vic.edu.au/curriculum/foundation-10/resources/ethical-capability/planningresources/Pages/PlanningTools.aspx

Artificial Intelligence
and ethics

a context within Digital Technologies for
supporting students in Ethical
Understanding



What is ethics?

Ethics is largely concerned
with...

= what we ought to do,
= how we ought to live.

.... based on a set of values.

". DIGITAL
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openness,
goodness,,

honesty,
transparencydnd

right fQirness,

wrong. ~  equity,

nesrivjnclusionne

harm,
Justice, cour-age,

ovyalty,



What is Al?

The creation of machines to
mimic human capabilities.

= Teaching a machine to “see”
(recognise objects in an image).

= Teaching a machine to “read” and
“listen” (interpret and analyse text
and sounds).

... solve problems autonomously
without explicit guidance from a human

being. /

Image CC-BY-SA NDB Photos (Wikimedia Commaons)



https://commons.wikimedia.org/wiki/File:Google_Home_sitting_on_table.jpg

Can aln Al Can we trust an Al to 'do the
- i ing'?

make ethical et ol

decisions?

Is an Al going to be fair?



Ethical dilemmas

Use an ethical dilemnma to develop
ethical understandings

1. Explore an ethical issue and interactions
2. Select and justify an ethical position
3. Reflect on and interrogate core ethical issues
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Ethical dllem_ma of self-drl\nngcars

R WhRTRI ML

A: Swerve
and hit
the SUV

B:
Slam on
the
brakes

Swerve

| and hit the
| motorbike

Sacrifice
car
passengers

The ethical dilemma of self-driving cars - Patrick Lin



https://youtu.be/ixIoDYVfKA0

Reflection

People react.
Machines are purposely trained.
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Reflection

How should the Al car prioritise whom to
protect first and foremost?

A: The car passengers
B: The motorcyclist

C: The SUV
D: The driver immediately behind
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Reflection

Who makes the rules / sets the
parameters?

A: Al Developers

B: Government

C: Ethics advisory groups

D: Judiciary systems (judges and lawyers)
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Reflection
RULE = 'Cause least harm’

But... no rule can cater for all eventualities
and ...

every rule has an impact!
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Antithetical outcomes

Would vou still buy a SUV if you knew other
cars would be programmed to crash into
you when needed?
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Antithetical outcomes

If it was common knowledge that most
cars on the road used the same decision
making system, might it encourage
motorcyclists notto wear helmets?

(An example of how systems with
predictability can be "gamed")
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Artificial Intelligence?

A rich source of interesting
ethical questions that students
can identify with, or feel
connected to.
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Artificial Intelligence (Al)

’ ETHICS OQUIZ




Scenarios: drawing on ethical understanding

", DIGITAL

.. TECHNOLOGIES

- HUB

Aim: stimulate thinking about Artificial Intelligence (Al)

applications and some of the ethical issues that may arise from
them.

An ethical issue exists when there are competing alternatives and
the right thing to do is not clear.

Right or wrong answers may not be universally agreed upon.

In each question, consider what you think is the ‘right’ thing to do.
There are four options for each question - A, B, Cand D.

LESSON: Al Quiz (Years 7-8)



https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/

.. TECHNOLOGIES

Scenarios: Facial recognition

A company is behind schedule and over budget in
building an Al application.

The Al uses face recognition to unlock a smartphone.

Through testing, the company found that the Al
worked with most people's faces.

" DIGITAL LESSON: Al Quiz (Years 7-8)

- HUB


https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/

.. TECHNOLOGIES

Scenarios: Facial recognition

Should the company...

A: Sell the phone using this B: Take longer and spend
Al to make money and fix the  more time and money to

Al in the next version of the retrain the Al so it works for
phone. Don't mention any all people.

ISsues.

C: Sell the phone using this D: Fix the Al and sell the
Al but also include a warning  phone at a higher price to
alerting customers that face  still make a profit.

scan may not work for
] veryone. : : _
DIGITAL everyone LESSON: Al Quiz (Years 7-8)

- HUB


https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/

Scenarios: Facial recognition
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A company is testing its new Al application.

The Al uses face recognition to recognise and classify
people’s facial expressions.

As people watch the movie the Al records the
audience’s reactions to particular scenes.

The company sends the results to the movie creator
providing data about whether scenes met expected
audience reactions.

The audience got a free movie.
The developer got free data.



Scenarios: Facial recognition
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The company should ...

A: Inform the audience that
their facial expressions will

be recorded and potentially
skew the results.

C: Don't inform the audience
that their facial expressions
will be recorded ensuring the
results are valid.

B: Ensure that the recorded
facial data is not used
beyond the Al development.

D: Present the data to the
movie creators using
snapshots of the audience as
evidence of the Al in action.



' - . TECHNOLOGIES

Scenarios: hacking

An employee working for a company on an Al project

ot finds out that the Al application could be hacked and
n \NO\'(\'\S . |
™ used for criminal purposes.

odind \Na ,
ra%%?;\gg}sa%\d§e’ss,

The manager of the project instructs the employee to
ignore it, saying ‘Don’t worry, that won't happen!’

DIGITAL LESSON: Al Quiz (Years 7-8)

HUB


https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/

Scenarios: hacking
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Should the company...

A: Do as they are told in
case they might lose their
job.

C: Inform someone higher
up in the company such as
the Managing Director.

B: Try and come up with a
fix that might work.

D: Wait until the product
s in use and if there is a
problem tell the project
manager ‘| told you so.

LESSON: Al Quiz (Years 7-8)



https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/
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Scenarios: self-driving car

A parent with a pram crosses the road illegally while
the don't walk sign is flashing. They step in front of an
Al self-driving car. The Al has to decide whether to:

brake hard and accept it will hit the parent and

\ pram
11| L LS OR
, \\\ \D avoid the parent and pram and turn into the nearby

bike lane but hit a cyclist.

LESSON: Al Quiz (Years 7-8)

- HUB


https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/

Scenarios: responsibility

The Al self-driving car decided to avoid hitting the
parent with the pram.

Instead:

» [tslammed on the brakes and turned into the bike
lane, hitting the cyclist.

= The cyclist suffered severe injuries, had to go to
hospital and could not work for a long period.

- ." DIGITAL %‘ Quiz (Years 7-8)

" - . TECHNOLOGIES
" " HUB



https://pixabay.com/photos/girl-bicycle-traffic-dutch-2733000/
https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/

Scenarios: responsibility

Who is responsible?

A: The owner of the car, B: The car manufacturer
even though they are the who built the Al.
passenger.

C: The parent crossingthe  D: The cyclist, who should

road illegally, causing the have avoided the car.
- . DIGITAL ‘ LESSON: Al Quiz (Years 7-8)
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https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/ai-quiz/

Empathise
and justify

(think-pair-share)

"Put yourself into
the shoes of...

- how would you

decide if you were
2

Give reasons for
your decision.’



Taste Nutrition Cost

Child

Parent

Doctor

Modify to show
matrix values



Ethical Dilemma Story Pedagogy
A type of transformative learning.

Initiated by confronting students with an ethical
dilemma.

A situation in which a decision has to be made which
can potentially lead to harmful outcomes, and where

there is no simple right or wrong answer.



Review the approach

PMI
(Pluses, Minuses, Interesting)

1. Explore an ethical issue and interactions
2. Select and justify an ethical position
3. Reflect on and interrogate core ethical issues
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.. TECHNOLOGIES

Lifecycle model of Al development

LESSON: Analysis of Al applications, drawing
on ethical understandings (Years 7-8)
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https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/analysis-of-ai-applications-drawing-on-ethical-understandings/
https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/analysis-of-ai-applications-drawing-on-ethical-understandings/

Exploring
ethical
issues
further

Ethical considerations: Flowchart A

Whatis the ethical issue associated with the Al application?
For example, is it to do with privacy, safety, justice (equality, fairness)?

Consider if Australians have mixed views about this Al application.

&

Who (or what,such as the environment) is affected by the Al application?

Consider how impor tant this Al application is to them.

&

What are some benefits of this Al application,and for whom?

é

What are some harmful or negative effects and risks from this aPPlication?
Who s being affected?

é

Would you feel safe using this Al application?

Whois responsible ifsomething goes wrong with the application'.’

=

What could be done to reduce the harnymlormesmtivesfferm ot iheripplicetios

LESSON: Analysis of Al applications, drawin
on ethical understandings (Years 7-8)

g



https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/analysis-of-ai-applications-drawing-on-ethical-understandings/
https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/analysis-of-ai-applications-drawing-on-ethical-understandings/

APP: Al Skin

cancer diagnosis

. DIGITAL
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Skin vision

Did you know that in 2018 Australia had the highest rate of melanoma skin cancer in
the world?

Smartphone apps with Al technology

Smartphone apps with Al technology are assisting people to diagnose potential skin
cancers. These apps uses your camera to ‘see and identify’ possible skin cancers on
your skin. As you hover the camera over a skin spot it automatically takes a picture,
calculates a risk profile, and prepares the picture for a doctor's diagnosis. For a small
fee you can send the image to a doctor for diagnosis and suggest the action you need
to take.

Al works on a range of skin types

Use the fact sheet Check for signs of skin cancer. This fact sheet can be used to
discuss the importance of a diverse range of skin types to create the Al model and
potential for risk of incorrect classification.

Scientific support of Al technology

Refer to this article that describes scientists’ support for Al improving accuracy of skin

cancer diagnosis: For the first time, researchers put Al skin cancer diagnosis to the
test in the real world


https://www.cancer.org.au/cancer-information/causes-and-prevention/sun-safety/check-for-signs-of-skin-cancer
https://www.createdigital.org.au/ai-skin-cancer-diagnosis-real-world/
https://www.createdigital.org.au/ai-skin-cancer-diagnosis-real-world/
https://www.skinvision.com/au/

Using the flowchart

I’ve chosen ...

Provides a scaffold to A skin cancer AL app

dISCUSS benefits and This AI application is intended to ...
potential risks. Help people check if they have a ckin cancer

‘What is the ethical issue and who is affected?

It may not work for all ckin typec

The benefits of this AI application include:

It helps people self-diagnoge

The harmful or negative effects of this AI application include:

They may rely on the app rather than a doctor

°
A DIGITAL
e Haow canld the harmful ar necative effecte af thic AT annlicatian he addreccad?
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Fairness:
Bias

For an Al system to be
unbiased requires the
training data to be
balanced.

Bias can be intentional,
but often creeps in
unintended.

Practically any subset of
the world is biased.



Home Courses Backto Course

Mission Briefing -

The effectiveness of a neural network heavily
depends on its learning data. Let's explore
data bias and how to avoid it.

Knowledge

\

Input Layer Hidden Layer 1 Output Layer = \

Artificial Neural Network Training Cycle 22

DiERE R X-Ray Wires Hide Wires Hide Labels Learning Complete Eye-Mode CIEGR VI Reset Experiment Previous Next

* " DIGITAL
"+ .. TECHNOLOGIES LESSON: Data Bias in Al (Years 7-8)
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https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans/data-bias-in-ai

Assessment of
students’
ethical
understanding

Self-reflection

e How did they respond
to the Al quiz?

e \What did they learn?
Analysis

e Analyse a dilemma
@ Discuss criteria used in
a rubric



Assessment

To what extent did a student:

e identify and describe an
ethical issue

e weigh up multiple
perspectives to make
informed decisions

e respond to a problem fairly,

justly and responsibly?

© . DIGITAL
. TECHNOLOGIES
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B8 Who is responsible?

A: The owner of the B: Thecar
| car, even though they manufacturer who built
are the passenger. the Al.

C: The parent crossing  D: The cyclist, who
the road illegally, should have avoided
causing the accident. the car.

7Ze 1§sue éeﬁe /s that ar A/ caused harm and it
/s a@[f/fca/f lo see who 1 /‘%/’M/(J’/Z/e, We chose
C. You can t blame the deiver as they were rot
i control] The Al had no choive to swerve and
hit the %a//’fs’é / fee/ sorry 010/6 the a%a//fff,
5@0[0/6@ A/ cars are on the road we need to
work out these issues,  Marco ad Ama 665




Ethics used in Al

Quantity of knowledge

No examples

given.

Describes a
decision as right

or wrong.

Describes a
decision as right
or wrong giving
reasons related to
fairness, equality,

diversity.

Quality of understanding

Describes a
situation that
requires ethical
judgment
correctly using
terms such as
fairness, equality,

and diversity.

Describes a
situation that
requires ethical
judgment
correctly using
terms such as
fairness, equality,

and diversity.

Explains the
potential impact
of Al systems
both positive and

negative.



Artificial Intelligence lesson plans

Humans display natural intelligence in contrast to machines that demonstrate artificial
intelligence (Al).

Al has various definitions however for our purposes we are using the definition ‘any device
that perceives its environment and takes actions that maximize its chance of successfully
achieving its goals' [1]. Read more...

The following lesson ideas cover a range of specialisations and subsets as indicated by the
colour coding. Click on the coloured squares to learn more about each definition.

Machine Supervised Natural Computer Classification Clustering
learning learning language vision
processing

Lesson plans

Access DT Hub Al lesson plan

Regres



https://www.digitaltechnologieshub.edu.au/teachers/lesson-ideas/ai-lesson-plans

Al is arich field that provides many
opportunities to consider ethical
implications of human actions in a
classroom setting.

It reflects on our own human
S um mal‘y struggle with ethics and moral

decision making.

Can machines that we make in our
own image result in a more just
world (utopia), or will they amplify
our own faults (dystopia)?



PAGE EVIL FODOT

Is sci-fi relevant?

Two classic future universe sci-fi texts are
getting major TV/cinema adaptations in the
next couple of years:

e Frank Herbert's Dune: Thinking machines L7
long ago became taboo after a
galaxy-wide cultural Jihad against the idea.

e [saac Asimov's Foundation: Robots and Al 4 ¥ B
long ago became a mental and physical P
prosthetic that prevented human v.:
progress.

Image CC-BY-SA D ] Shin (Wikimedia Commons)


https://commons.wikimedia.org/wiki/File:Metal_House_%E2%80%93_Space_Evil_Robot_(%E6%B5%81%E6%98%9F%E9%AD%94%E7%A5%9E)_%E2%80%93_Red_Colour_Version_%E2%80%93_Box_Art.jpg

=1y

267 slides

many
live demos

Presenters:

Dr Karsten Schulz, Digital Technolgies Institute and Nathan Alison, Professional Learning Coordinator
for Digital Learning and Teaching Victoria

Karsten and Nathan have been instrumental in the development of the Al supporting resources on the DT Hub.

Dr Karsten Schulz has extensive experience in programming and Digital Technologies
including building his own Al to enable students to explore how an Artificial Neural Network
operates.

Nathan Alison taught Digital Technologies and senior computing courses in Victoria for 11
years before beginning work for DLTV. He brings a background in Computer Systems
Engineering and years of hobby coding, as well as a keen desire to help teachers with more
complex Computer Science concepts through clear explanations and relevant activities.

Introduction to Al in the classroom

Deep Dive 1: Al and conventional programming

Deep Dive 3: Natural Language Processing for large text analysis

Deep Dive 4: Al and ethics



You are stopped in the school yard ...

. \N
V4

- ", TECHNDLOGIES
Image source: ST HUB

A parent asks why are you
teaching about Al?

What would you say?

L


https://www.flaticon.com

Next steps

Making a commitment to

/ Defining and decomposing

Al topics

A\ Image recognition

Digital
/ systems

Data

represent atiOh"‘";{,}. Text & speech recognition

Creating & using Al
A\ models (machine learning)

implementing Al in your classroom ¢

Use the chat to write your idea of
where you will include Al as part of
your teaching and learning program.

Connecting and sharing with the
group.
email:

digitaltechnologieshub(@esa.edu.au

problems Bias and ethical issues
, Algorithms Impact of ;
\ and coding technologies /

,‘ Plan, create and
\ communicate ideas and/;’
" information :

*." DIGITAL
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mailto:digitaltechnologieshub@esa.edu.au

